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Abstract: We describe our participation in the
TREC 2004 Web and Terabyte tracks. For the
web track, we employ mixture language models
based on document full-text, incoming anchor-
text, and documents titles, with a range of web-
centric priors. We provide a detailed analysis
of the effect on relevance of document length,
URL structure, and link topology. The result-
ing web-centric priors are applied to three types
of topics—distillation, home page, and named
page—and improve effectiveness for all topic
types, as well as for the mixed query set. For
the terabyte track, we experimented with build-
ing an index just based on the document titles,
or on the incoming anchor texts. Very selective
indexing leads to a compact index that is effec-
tive in terms of early precision, catering for the
typical web searcher behavior.

Introduction

largely self-contained sections we describe our work for
the Web (ER) and Terabyt€ (83) tracks. We summarize our
findings in a concluding section.

2 Web Track

We experimented with a range of techniques within the

language modeling framework, exploiting natural ways to

incorporate multiple document representations, as well as
non-content information. We use three indexes based on
document-text, incoming anchor-texts, and document ti-

tles, similar to those used for our submissions to TREC

2003 [6].

2.1 Mixture Language Models

For the web tasks we use a specific mixture language
model based on the following formula:

n

P(qld) = P(d)- |_l ((1=A)-P(ai[C) +A-P(qid)).

We employ three document models:

At TREC 2004 we took part in the Web and Terabyte

tracks; our participation in the QA track is documented!- Prext(Gi|d) the estimate based on the full-text index.
elsewhere([1]. Our aim for the Web track was to inves-o Panchof @i |d) the estimate based on the anchortext in-

tigate a range of web-centric retrieval techniques based yoy.

on an analysis of non-content features, such as document

length, URL structure, and link topology. Our aim for 3. Pite(i|d) the estimate based on the titles index.
the Terabyte track was to set up an initial system baspgh three models are combined as follows:

on compact document representations such as titles or in-

coming anchor texts, and to compare the relative effegs(q|d) = P(d)

tiveness of these document surrogates.

n

u((l —A1—A2—A3)-P(q[C)

The rest of this paper is organized as follows. In two + A1 - Bext(qi|d) + A2 - PanchofGi|d) + A3 - Pie (qi|d)),
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Figure 1: Document length versus relevance overall (top left), and for distillation (top right), home page (bottom left),
and named page topics (bottom right).

where each of the document models is estimated usinggy, and investigate their usefulness to boost retrieval ef-
maximum likelihood estimate. All runs on which we refectiveness.

port below use equal weights for all three document mod-

els, thatish\; = A2 = Az =A. 2.2.1 Document length

We use the full text index as the collection model. The . .
prior probability of a documentP(d), can be used to Let us focus on document length first. Figlije 1 shows

incorporate non-content features into the scoring medf€ Prior probability of relevance against the length of a
anism, as we will now explain. document for each of the three indexes (full-text, anchor-

texts, and titles). The plot at the top left of the figure
shows the prior probability of relevance of a web page for
2.2 Priors any of the mixed query topics. If we consider all mixed
query topics, plotted in the figure at the top left, then the
We will now analyze a range of non-content features, sushly marked length effect is for the anchor-text index.
as the document length, the page’s URL, or the link topol-Even though the three topic types are evenly dis-



Table 1: Number of relevant pages per topic type. with the distillation topics. There is a reversal of the rel-

Type Topics #Rel %Rel Rel/Top | ative importance for the Subroot and Path classes for the

Topic distillation 75 1600 90.8%  21.3B Known-item topics. Also, for the named page topics, the
:gmgdpages 7 83 4'72/" LI Root class pages are only moderately more relevant, on
i pages 5 80 4.5% 1.07 average, than pages in the Subroot class. Although it is
Mixed queries 225 1,763 100% 7.84 .
clear that these coarse-grained URL classes can be used
as a prior for retrieval, we want to investigate more fine-
grained measures of URL length,

Class Mixed D HP NP _ We first n_ormallze the URLs_ by removing “www" pre-
Root 0.046845 0042559 0.003990 0.000296f1Xes, and “index.htm(l)” postfixes. We investigate three
Subroot  0.003225 0.002894 0.000215 0.00011gMeasures of the length of the URL:

Eﬁ;h ggggfgg 8'885’7118; (gj.ggc?olfg g'c?gggé’gum Slash Count Simply count the number of occur-

rences of “/” in the URL. For examplerec.nist.
gov/act_part/act_part.html] has a slash count
of 2.

tributed, the number of relevant pages is not. Table

shows the number of relevant pages for each of the toglg
types in the TREC 2004 grels. So, for over 90 percent the
observed patterns can be attributed to the distillation top-
ics. This is confirmed by looking at the results for the dis-
tillation topics only (top right plot in the Figuf€ 1). As ityURL Component Length Split the URL in thedomain
turns out, for the other subtasks, home page finding (bot- nameandfile path count the number of “” sep-
tom left plot) and named page finding (bottom right plot),  arated components in the domain name, and count
the results are fairly similar: the only marked length effect  the number of “/" separated components in the
can be observed for the anchor-text index. file path. For examplerec.nist.gov/act_part/

For each of the tasks the relevance of a page seems [yct_part.htnl| will split in the domain name
unrelated to the length of the page. It does have a re- trec.nist.qov and the file pattect_part/act_
lation with the length of a document in the anchor-text part html. The domain name has 3 components,
index. The length of the anchor-text document surrogate and the file path 2, making a component length of 5.
is directly correlating with the number of incoming links.

Since the indegree of a page provides a more direct hiigure[2 shows the prior probability of relevance for the
dle, we decided not to use document length as a factor fafee measures of URL length. The length of a URL
our web retrieval experiments. has a clear reciprocal relation with relevancy: the shorter
the URL, the more likely the page is to be relevant. Al-
though all three URL length indicators can be used, pre-
submission experiments on TREC 2003 data suggested

We will now focus on the uniform resource locator (URLY12t URL component length is the most promising.

as a non-content feature, independent of the particulaf Particular, we experimented with three operational-
query at hand. Tabl[g 2 shows the prior probability of realions to the URL priors:

evance for the famll!ar URL C_Iasses [7]- Note that, agaifinear The
the results for the mixed queries are dominated by the dis-
tillation topics since they populate the pool of relevant
documents. We break down the set of topics for the three
individual topic types. The results for home page find-inear Squared The prior is proportional to the square
ing and named page finding are only in partial agreement of the linear prior.

L Character Length Simply count the number of
symbols in the URL. For examplerec.nist.gov/
act_part/act_part.html| has a character length
36.

2.2.2 URL

prior is proportional to 11—
componeniength if the length is maximally
10, use 0.1 otherwise.
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On pre-submission experiments using TREC 2003 data,
the product squared prior proved to be the most effective,
so we decided to use it for our official 2004 submissions.

2.2.3 Link Topology

Next, we focus on the link topology. We restrict our at-
tention to the indegree and outdegree of pages:

Indegree the number of pages linking to a document, and

Outdegree the number of pages to which a document
links.

Figure[3 shows the prior probability of relevance over in-
degree and outdegree. The degree of a page has a clear
relation with relevancy: the more links a pages receives,
or the more pages it links to, the more likely it is that the
page is relevant. Pages with many inlinks are generally
good authorities, and pages with many outlinks are gener-
ally good hubs.

We used three operationalizations of the priors.

Indegree The prior is proportional to the indegree.

Log Indegree The prior is proportional to the log of the
indegree.

Outdegree The prior is proportional to the outdegree.

Log Outdegree The prior is proportional to the log of the
outdegree.

Pre-submission experiments on the TREC 2003 data set
gave the best results for the plain Indegree prior. So we
decided to use the Indegree prior in our official 2004 sub-

missions.

Figure 2: URL length in terms of slashes (top), characters
(middle), and ‘components’ (bottom).

2.2.4 Implementing the Priors

For the implementation of the prior probability of the doc-
uments, we face a choice of methods:
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calculated by multiplying the content-based score
with the prior probability. The result set now consists
of the 1,000 documents with the highest content-
based score, reranked according to the final score.

For some priors, the reranking implementation is much
more effective. Consider, for example, the case of an in-
degree prior. Here, the indegree can be fairly large num-
ber (ranging from 1 to 44,499), causing the infiltration
of pages with a very low content-score, but a very high
indegree. For our official runs, we used the priors as a
reranking of an original, content-based result set.

2.3 Query Operations

In addition to our language modeling experiments, we
conducted experiments to measure the effect of phrase
and proximity query operations in the context of web
retrieval; for this, we tested a variety of query-rewrite
heuristics using phrases and proximity terms, in the vector
space model.

The usage of phrases and proximity operators for ad-
hoc retrieval has been studied extensively. Reports on
their contribution are mixed, and it is generally accepted
now that with a good basic ranking formula, the effective-
ness of phrases is negligible or even negaiivé [10], while
recent evaluations of the use of automatically generated

Figure 3: Link indegree (top) and link outdegree (bottomjyoximity terms suggest that term proximity may improve

retrieval effectiveness especially at the top documents re-
trieved [13]. However, these evaluations use traditional

Within the Language Model An elegant way to imple- ad-hoc test-sets as their data; web retrieval is different

ment the prior is directly in the language modelin

Eoth in document structure and in query characteristics.

scoring formula (se§2.1). This implies that the copecause of the nature of HTML, documents may be repre-
responding prior for all documents in the collectiof®ntéd by using different sections of the HTML source (as
needs to be calculated, and is being fed into the Iaf¢ did for our language modeling experiments). Some of
guage model. The result set consists of the 1,0Htese representations, such as those based on anchor text

documents with the highest final score, based on b&Rd title, tend to be very short, phrase-like text. Queries
the content and the prior.

are also different: they are shorter and more focused than
ad-hoc queries (even when taking only the “title” of a

Reranking Prior Alternatively, one may argue that theopic). Indeed, several participants report improvements
prior should not influence what pages are returndaised on proximity information, spans, and phrases in
but only influence the relative ranking of pages reqarious ways. We systematically investigated the effect
turned because of their content. This can be reaF phrase and proximity operators on web retrieval, aim-
ized in the following way: a content-based run igg to see whether it differs from the effect in non-web
produced not using the prior, and the score is reellections.



2.3.1 Query reformulation 2.4 Runs

XKe created two “base” runs using the mixture language
odel (see[§2]1) on either the three stemmed indexes, or
e three non-stemmed indexes:

We use a straightforward query rewrite mechanism whi
adds phrase or proximity terms to the topic. Identifyin
phrases, or words to be included in a proximity term,

traditionally done with statistical, syntactical, or lexicaljamsToaMWMixture language models on the non-
methods([2, B, 10, 12]. We use s simple, shallower way;  stemmed indexes (Full-text, Anchors, Titled)~=
in our approach, every word n-gram from the query, of (3

any length, is a phrase (or a proximity term). For ex-

ample, for topic WT04-58 from, “automobile emission§AmsT04MSMixture language models on the Snowball
vehicle pollution,” it seems that in addition to the lin- [14] stemmed indexes (Full-text, Anchors, Titles),
guistically and statistically motivated phrases “automo- A =0.1

bile emissions” and “vehicle pollution”, viewing “emis- . o

sions vehicle” as a phrase may also be beneficial (af-lré}e word-based run is geared toward precision, hence the

stopping and stemming, it matches “emissions from a Jgher value of the smoothing parameter.
hicle” or “emitted by vehicles”). These two base runs were reranked with either an

For our ranking, we use the default similarity measurgdegree prior the prior probability of a document is
in Lucene [[8], i.e., for a collectio®, documentd and proportional taindegree or an
qgueryq containing terms;:
URL-length prior the prior probability of a document is
; 1 2
thq-idf thq-idf proportional to( Somponenten gth) .

sim(g,d) = -coordy 4 - weight,
t; norny  Normy ' This resulted in the following four runs:

UAmMsT04MWind Mixture language models on the non-
stemmed indexes (Full-text, Anchors, Title3)—=
0.3, using an indegree prior.

where

thx = +/freq(t,X)

ID| UAmMsTO04MWurl Mixture Language models on the non-

idfy = 1+|09m stemmed indexes (Full-text, Anchors, Titled)=
’ 0.3, using an URL prior.
normy = +/|d|
lqnd| UAmMsT04MSind Mixture language models on the
coorthg = Tl stemmed indexes (Full-text, Anchors, Titled)=
0.1, using an indegree prior.
normy = tfy g - idf?

e UAmMsTO04MSurl Mixture language models on the
stemmed indexes (Full-text, Anchors, Titled)=

Theidf of phrase or proximity terms is estimated by using 0.1, using a URL prior.

the minimalidf of the words in the term. , -
) ) The run labeled/amsT04MSind was one of our official
We experimented with a range of approaches to queiyos submissions.

modifications, including measuring the effect on dif- The same URL-length prior has been applied to the in-
ferent document representations and different weightiaggree prior runs:

schemes for terms. One of these experiments, a linear

combination of a proximity term run and a phrase terdAmsT04MWinu Mixture language models on the non-
run will be discussed below. A detailed description of all stemmed indexes (Full-text, Anchors, Titled)—=
experiments is given in [9]. 0.3, using an indegree prior, and an URL prior.



UAmMsTO04MSinu Mixture language models on thdlRERRCRE ISR e EI el

stemmed indexes (Full-text, Anchors, Titled)= Runidentifier ~ MAP  S@1 S@5 S@10
0.1, using an indegree prior, and an URL prior. URmsTO4MIW 0.0980 0.1733 0.3867 0.5600
UAmsT04MS 0.0973 0.1733 0.4133 0.5333
The runs labeledAmsT04MWinu andUAmsT04MSinuwere | uamsT04MWurl 0.1118 0.1867 0.4133 0.6133
both part of our official 2004 submissions. UAmsTO04MSurl 0.1169 0.1867 0.4667 0.6400
These two resulting runs were combined usingiAmsT04MAind 0.1310 0.3067 0.6400 0.7333
CombMNZ on the non-normalized scores [4] UAmsT04MSind 0.1328 0.2933 0.6533 0.7600
UAmsT04MWinu 0.1418 0.3467 0.6533 0.7733

UAmMsT04MWSchCombMNZ (non-normalized, | yamsTo4Msinu 0.1462 0.3733 0.7200 0.7867
non-weighted) of runs UAmsTO4MWinu and | yamsTO4MWSch 0.1462 0.3600 0.6667 0.760(
UAmMsT04MSinu. UAmsTO4LnuNG 0.1447 0.4267 0.6667 0.7467

We also submitted the run labell&dmsT04MiiSch as an
official run for 2004.
There is one further run experimenting with metho

Table 4: Results for home page finding.

. L ] Run identifier MRR S@1 S@5 S@10
for boosting early precision in the vector space model: [ 04265 02933 06133 07200
UAmMSTO4LnuNGA linear combination of a proximity | UAmsT04MS 0.4438 0.3200  0.6000  0.7200
term run and a phrase term run, with equal weightg/AnsT04Miurl 0.5744  0.4667 0.6933  0.786/
assigned to both runs, based on the query rewrite ap2msT04Msurl 0.5895 0.4800 0.7067 0.760D
proach discussed in section]2.3. We use indegree s T04ind 0.6415 05467 0.7333  0.7867

URL | th King in th o thev 4 UAmsT04MSind 0.6575 0.5600 0.7467 0.8267
engthreranking in the same manneras th€y arg, ;1o ainu 0.6402 0.5200 0.7733 0.8267

employed in our language model runs. UAmSTO4MS1inu 0.6586 0.5600 0.7600 0.8267

RunUAmsT04LnuNG completes the set of official runs for UAnsT04MiSch 0.6451  0.5200 0.7867  0.8400
TREC 2004. UAMSTO4LnuNG  0.5858 05333 0.6400  0.6800

2.5 Results

. . re not very large, with the stemmed indexes slightly su-
Before we discuss our results for the mixed query task, . : .

érior for most of the scores. Finally, the run using query
we present the results for a breakdown of the set of toplcs o L . 2
word n-grams tailoring for precision received, with dis-

into the three subtasks, i.e., topic distillation, home Page . ine best score for success at 1
finding, and named page finding. ' ’

2.5.1 Topic Distillation 2.5.2 Home Page Finding

The results for the topic distillation subtask are shown ihe results for the home page finding subtask are shown
Table[3 (best scores in boldface). The second colummTable[4 (best scores in boldface). The second column
gives the mean average precision score, the three remhgre gives the mean reciprocal rank. In case there is only
ing columns the percentage of topics with at least one relsingle document judged relevant, MAP and MRR will
evant document in the top 1, top 5, or top 10. For topiwincide. The basic idea of known-item search is that
distillation, we make the following observations. First, athere is a single target page. However, due to duplicates
priors (URL, indegree, and combined prior) pay off, leadn the collection, there may be more than one page judged
ing to impressive improvements over the content-baseedevant (see also Tabfé 1). Hence, the mean reciprocal
scores. In particular, the indegree prior makes a substeank score better reflects the underlying navigational task,
tial difference. This is true both for our language modbut can be straightforwardly combined with mean average
eling runs and for our vector space run. Second, the dif-ecision scores for the informational topics.

ferences between the stemmed and non-stemmed indexé®r this task, we find the following. Firstly, as with



Table 5: Results for named page finding. Table 6: Results for mixed queries.

Run identifier MRR Ss@1 S@5 S@10 Run identifier MAP/RR S@1 S@5 S@10
UAmMST04MW 0.6656 0.5733 0.8000 0.866[7 | UAmSTO4MW 0.3967 0.3467 0.6000 0.7156
UAMsT04MS 0.6595 0.5467 0.8133 0.8667 UAmsT04MS 0.4002 0.3467 0.6089 0.706]7
UAmsTO4MWurl 0.6736 0.5733 0.8133 0.8667 UAmsTO04MWurl 0.4533 0.4089 0.6400 0.7556
UAMsT04MSurl 0.6865 0.6000 0.7867 0.8533 UAnsT04MSurl 0.4643 0.4222 0.6533 0.751[1
UAmsTO04MWind 0.6451 0.4933 0.8133 0.8800 UAmsTO04MWind 0.4725 0.4489 0.7289 0.8000
UAmsT04MSind 0.6398 0.5067 0.8000 0.866(7 | UAmsT04MSind 0.4767 0.4533 0.7333 0.8178
UAMSTO4MWinu 0.6123 0.4533 0.8000 0.866[7 | UAmsT04MWinu 0.4648 0.4400 0.7422 0.8222
UAMsT04MSinu 0.6045 0.4533 0.7600 0.8400 | UAmsT04MSinu 0.4698 0.4622 0.7467 0.8178
UAmsT04MWSch 0.6240 0.4667 0.8133 0.8667 UAmsT04MWSch 0.4718 0.4489 0.7556 0.8222
UAMST04LnuNG 0.4283 0.3067 0.5867 0.6533 | UAmsT04LnuNG 0.3863 0.4222 0.6311 0.6933

the earlier topic distillation task, for this task the priorfhe score over all mixed queries.
pay off as well. There is a substantial improvement for

both the URL and indegree prior. The best MRR score .

for the combined prior, although the result is very close #(555'4 Mixed Query Task

the result of the indegree prior only. Secondly, the runs e now discuss the results of the whole set of mixed
the stemmed indexes are generally somewhat better thagry topics. The results are shown in TdBle 6 (best scores
those on the non-stemmed indexes. Finally, the scolie$oldface). The second column here gives the mean of
obtained here are, in an absolute sense, much higher tharage precision (topic distillation topics) and reciprocal
for the distillation topics. This implies that the home pag@énks (known-item topics). For the entire set of mixed
topics will have a larger impact on the MRR score over ajliery topics, we see the following. First of all, the priors
mixed queries. help to improve retrieval effectiveness. The indegree only
prior is the most effective and gets the highest MAP/RR
score. The combined priors get a slightly lower MAP/RR
score, but slightly higher success at 1, 5, and 10 scores.
The results for the named page finding subtask are sho®gfond, the stemmed indexes are slightly superior to the
in Table[B (best scores in boldface). For the named pat-stemmed indexes, although the differences are small.
finding task, we see the following. First, the performandgnally, the overall performance of the retrieval system is
of the plain mixture model runs (with a uniform prior) igmpressive with an MAP/RR of close to 0.5, and over 80%
impressive with over 80 percent of the topics in the top 6f the topics with at least one relevant page in the top 10.
The performance is much higher than the plain mixture

model_runs for the other knoyvn-item search task, horQ_es_S Conclusions

page finding. Second, the priors are much less effective

than for the distillation and home page finding topics. THavo web-centric techniques, the use of URL structure and
results for the priors are mixed at best: the URL pridhe use of web topology, were shown to be effective for
leads still to a slight gain in performance, but indegree atite mixed query task. The break down of the task in topic
combined prior lead to a loss of performance. Thirdlgistillation, home page finding and named page finding,
although the differences are small, the runs on the noavealed that these techniques are particularly helpful for
stemmed indexes are generally somewhat superior to ditillation and home page topics, but give mixed results
stemmed indexes. Finally, also the scores for the secdodthe named page topics. In terms of mean average pre-
known-item task are, in an absolute sense, much highlesion, topic distillation is a much harder task than the
than for the distillation topics. This implies that the homknown-item searches. This implies that the MAP for the
page finding and named page finding topics will dominakaown-item topics will also dominate the mixed queries

2.5.3 Named Page Finding



score, and that a system tuned for known-item search may only 1,507,499 have text (after stopping). Thus, this
easily outcompete a generic web retrieval system. For the covers in total 6% of the total collection.

success at measures, all topic types contribute equally;
hence, for the mixed queries the successstores seem

to be the best performance indicators for this task.

For our query operation experiments, we conclude
that usage of query operations such as phrases is more
beneficial where there are multiple representations of
documents—patrticularly when some of these representa-

tions tend to be short and phrase-like (such as title or #ksed on the extracted anchor-texts (non-sorted), we cal-
chor text, in the web retrieval case). The query operatiofifiated the within-collection indegree. This indegree can
provide a better performance gain for distillation topigge ysed as a prior in the following way. As with the Web
than for known item topics. Track experiments, we use a prior that is proportional to
the indegree. However, since the indegree can be fairly
large number (ranging from 1 to 1,834,555), this may
cause the infiltration of pages with a very low content-
We pertomed some il exprimrts o th Tera 7% 0213 1 P, T weceees ool
tr_ack, aiming to test_the scalability of some of th? tecrlléranking the top 10,000 documents will effectively allow
niques proven effective for the smaller web coIIectlons.the infiltration of almost any page with a very low content-
score, we decide to only “rerank” the top 100 documents.
3.1 Indexes Since we calculate the actual probabilities in the mixture
model (as detailed in[§3.1), we can simply multiply by
the degree (without dividing with the sum of all degrees).
Since we now multiply with a number that is larger or

Titles Snowball stemmed index of affitie) fields. The equal than one, we will never get a lower similarity score

index contains all 25,205,179 documents, althou@¥ aPPlying the prior. Now, we'll only apply the length

only 20,919,902 have text (after removing S,[OFp_riorto the 100 documents with the highest content-based

words). Thus, the index covers 83% of the total copimilarity score. At ranks 101 through 10,000, the docu-
lection. ments remain ranked according to the content-score only.

The indexing proper took 23 minutes, preprocessing
took + 5 days for anchor-text extraction, agd10
hours on generating the propagated anchor-text doc-
uments. The total size of the index is 105.6 MB. An
exhaustive run takes 33 seconds for the 50 title-only
topics.

3 Terabyte Track

For the .Gov2 collection, we built the following two in-
dexes:

The indexing proper took 240 minutes, preprocess-
ing took+ 5 days to extract the titles from the col3.2 Runs

lection. The total size of the index is 1,406 MB. An

exhaustive run takes 17 minutes and 21 seconds\%3 gubmitted the _following five runs, all using only the
all 50 title-only topics. title field of the topics:

Anchors Snowball stemmed index of all incoming?AmsTO4TBtit  Language model run on the stemmed
anchor-texts, only considering fully specified URLs, ~ ttes withA = 0.7 and length-prior.
i.e., http://xxx.yyy/zzz. We only index the
anchor-text (if present, some links are on non-tex
and ignore therLT fields. We only index a single
occurrence of repeated anchor-texts.

,bJAmsT04TBanc Language model run on the stemmed
" anchors withh = 0.7, and length-prior.

UAmMsT04TBm1We use a mixture language model (see
These are all between-site links plus only verbose §2.1) run on the stemmed titles and anchors, with
within-site links; most within-site links are ignored. A = 0.1 and no length-prior. We use the titles index
Contains in total 1,643,078 documents, although as the collection model.



Table 7: Results for the Terabyte track. findings extend on earlier results on the effectiveness of

Runidentifier ~ MAP  MRR  P@5 P@10 | |anguage model priors for web retrieval. Kraaij et &l. [7]
UAmsTO4TBt it 0.0388  0.5250 0.2980  0.2306 gstaplished the effectiveness of webcentric priors for the
Eigigﬁg;?c 8'8}135 8"512;3 O%ig’? 0 3511%18 home-page finding task. Ogilvie and Callan/[11] extended
UAMSTO4TEN3 00432 05351 03265 0.2755 thes_e results .to t.he other navigational task of named-page
UAMSTO4TBLp 0.0431 05271 03184 02673 f!ndlng. Our fmdmgs .ex_ten_d these results to .the informa-

tional task of topic distillation. In our experiments, the

web-centric techniques were particularly useful for topic

distillation and home page finding, and less benificial for
UAmMsT04TBm3Mixture language model run on thenamed page finding. This can be easily explained by the
stemmed titles and anchors, with= 0.3 and no task definition that required returning home pages of sites

length prior. for both topic distillation and named page finding.

For the Terabyte track, our findings showed the relative

UAmsT04TBmlpMixture language model run on theeffectiveness of very selective indexing. Based on just in-
stemmed titles and anchors, with= 0.1 and no dexing the page’s title field, or just the incoming anchor-
length prior, using an indegree prior on the top 1G@xts, we created compact indexes. Where the incom-

documents per topic. plete indexes result in poor MAP scores, the early pre-
cision scores are impressive. That is, the compact indexes
3.3 Results cater for the average web searcher, who doesn’t look be-

yond the first handful of pages. Of course, finding at least
The results for the Terabyte track are shown in Tableone or a few relevant pages becomes easier if the size of
(best scores in boldface). The second column gives the collection increases—a fact well exploited by Internet
mean average precision, the second column gives #iearch engines. As a result, early precision scores tend to
mean reciprocal rank, and the remaining two columns timerease with the size of the collectidn [5]. In this light,
precision at 5 and 10 respectively. Our findings are thee expect that a full-text index results in even better scor-
following. First, and unsurprisingly, the compact indexdasg for early precision than our compact indexes. How-
result in low mean average precision values. Second, taker, at least in theory, we could build such a compact for
ing the small size of the indexes into account, the eaxdyllections far beyond the size ofov2, which may, in
precision scores are impressive. Third, the mixture modetn, again result in superior scoring.
runs improve substantially over the individual indexes.
Fourth, the use of an mdggree prior doesn'_[ lead to '.'B(cknowledgments
provement, only for precision at 5 the run using the prior
scores superior. Thank you to Brkur Sigurbprnsson for useful sugges-
tions and discussion.
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