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ABSTRACT
Link-based ranking algorithms are based on the often implicit as-
sumption that linked documents are semantically related to each
other, and that link information is therefore useful for retrieval.
The main aim of this paper is to test this underlying assumption
on why link evidence works. We observe that links between se-
mantically related pages are more effective for ad hoc retrieval than
links between unrelated ones. These findings shed further light on
our understanding of the nature of link evidence. This paper is a
compressed version of [3].

1. INTRODUCTION
Link-based ranking algorithms such as relevance propagation

[8], and SALSA [5], use the assumption that linked documents have
related content. So far, this assumption has remained implicit, be-
cause it is hard to measure the semantic relatedness of linked doc-
uments independent from the feedback of a retrieval system given
a search query. Kurland and Lee [4] showed that generating links
based on document similarity can help improve ad hoc retrieval
effectiveness. However, these results do not show such links are
effective because they connect semantically related documents.

Wikipedia allows us to measure the semantic relatedness of doc-
uments independently, and, with the INEX Wikipedia Ad Hoc test-
collections since 2006, also allows us to study its impact on the
effectiveness of link evidence for retrieval. Kamps and Koolen
[2] found that Wikipedia links behave very much like links on the
larger Web. Wikipedia being a part of the Web, we expect our find-
ings to be generally applicable.

We distinguish between algorithms that use global, query-inde-
pendent evidence, such as PageRank [7], and local, query-dependent
algorithms such as SALSA, which use the links between a sub-
set of documents retrieved for a given topic. In this paper, local
link evidence refers to the links between the top 100 results. Na-
jork [6] found that query-dependent link evidence is more effective
on a large Web corpus than query-independent link evidence. The
query-dependent set of links is a subset of the global link structure.
Evidently, some, but not all, links are useful for retrieval. This con-
fronts us with the question:

• Are links between semantically related documents more ef-
fective for ad hoc retrieval than links between unrelated ones?

We use the category hierarchy of Wikipedia to measure the se-
mantic distance between two documents. By filtering links based
on their semantic distance we study the impact of the semantic na-
ture of links on the effectiveness of link evidence. Because filtering
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Figure 1: Distribution of category distances between docu-
ments.

also changes the quantity of links, we compare semantic filtering
against a random filter.

2. LINKS AND CATEGORIES
We use the INEX 2006 Wikipedia collection [1], consisting of

over 650,000 documents, and the 221 topics and associated rele-
vance judgements created by participants of the INEX 2006–2007
Ad Hoc Tracks. The Wikipedia category structure allows us to de-
termine how semantically related two documents are.

We opt for the path-based measure using the category hierarchy
because it is simple and has proven to be reasonably effective in se-
mantic relatedness evaluations [9]. The category distance between
two documents da and db is the minimum number of edges be-
tween any pair of the categories of da and db. The distribution of
distances between documents is shown in Figure 1. We randomly
sampled one million pairs of documents and found the average dis-
tance is 6.60. Over all linked document pairs the average distance
is 4.04. There is a relation between links and semantic relatedness.

Among the documents in the top 100 results1 of the 221 queries,
the average distance is 2.56, showing documents in the top results
are more semantically related to each other than in the overall col-
lection. The average distance of linked document pairs in the top
100 results is 2.22. Local link evidence provides a stronger signal
that two documents are semantically related than the text evidence.

3. SEMANTIC RELATEDNESS AND EFFEC-
TIVENESS OF LINKS

We use the category structure to filter links and thereby control
the semantic nature of link evidence. Our baseline run is a standard
language model run with linear smoothing (λ = 0.15) and a doc-
ument length prior Plength(d) = |d|/

∑
d′∈D |d

′|, where d and d′

1The baseline retrieval system is described in the next section.
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Figure 2: The impact of filtering links on MAP when ranking the top 100 results by global in-degree (left), local union degree (middle)
and local union degree and content score. The x-axis shows the percentage of links removed.

are documents in collection D. The length prior promotes longer
documents and improves MAP from 0.2561 to 0.3157.

We use link evidence to re-rank the top 100 results. For global
link evidence we take the in-degree and for local link evidence we
take the union of the in- and out-degrees. We found that these are
equally or more effective than other types of link evidence [2]. We
filter links based on the path length measure described above. In the
first filtering step the SD (shortest distance) filter removes the links
at distance 0, in the second step the links at distance 1, etc. The LD
filter first removes the longest distance links. For comparison, we
also look at the impact of randomly filtering links.

The impact of filtering on the effectiveness of the global in-
degrees is shown in Figure 2. The x-axis shows the percentage of
links filtered. The left figure shows the impact on global in-degree.
The Random and LD filters have little impact on the in-degrees, but
removing the shortest distance links hurts performance when more
than 80% of links are removed. We compare this with a random
ordering (averaged over 20 iterations) of the top 100 results. Even
a small number of links is better than random ordering. Filtering
has little impact on global link evidence, probably because the link
graph is very rich and the high-degree pages are very robust against
filtering. Its effectiveness seems unrelated to semantic relatedness.

Local links (middle) are far more effective than global links. But
here, random filtering has a bigger impact. If we remove the short-
est distance links first, performance drops faster than with random
filtering, while if we remove the longest distance links first, perfor-
mance remains stable longer. The shortest semantic distance links
are the more effective links.

We also combine text and link evidence by multiplying the lan-
guage model probabilities with local link degrees to obtain a new
ranking (Figure 2, right). The baseline scores are the straight dotted
lines. The local union degrees improve upon the baseline perfor-
mance. With random filtering, MAP gradually drops as we remove
more links. If we remove the SD links first, the improvement drops
faster and the score even falls below that of the baseline. With the
LD filter, MAP stays higher than with random filtering. Again, the
shortest distance links are the most effective. Effectiveness of local
link evidence is directly related to the semantically relatedness of
the linked documents.

Note that filtering does not improve the effectiveness of local
link evidence, which may be because the local link graph is already
filtered on the search topic, which is a semantic filter in itself.

4. CONCLUSIONS
We looked at whether links between semantically related pages

are more effective for retrieval than links between unrelated ones.
When the aim of link evidence is to identify important docu-

ments, links between semantically related documents are not more

effective than links between unrelated ones. When we make link
evidence sensitive to the context of the search topic, the role of
link evidence shifts to identifying topically relevant documents, and
here links between semantically related documents are indeed more
effective than links between unrelated ones.

More generally, our findings confirm the assumption that (query-
dependent) link information is effective for retrieval because it sig-
nals the semantic relatedness of linked documents. This adds to
our understanding of why link evidence works, which can help in
developing better link-based ranking methods.
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